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The parallel implementation of a recently developed hybrid

scheme for molecular dynamics (MD) simulations (Milano and

Kawakatsu, J Chem Phys 2009, 130, 214106) where self-

consistent field theory (SCF) and particle models are combined

is described. Because of the peculiar formulation of the hybrid

method, considering single particles interacting with density

fields, the most computationally expensive part of the hybrid

particle-field MD simulation can be efficiently parallelized

using a straightforward particle decomposition algorithm.

Benchmarks of simulations, including comparisons of serial MD

and MD-SCF program profiles, serial MD-SCF and parallel MD-

SCF program profiles, and parallel benchmarks compared with

efficient MD program GROMACS 4.5.4 are tested and reported.

The results of benchmarks indicate that the proposed

parallelization scheme is very efficient and opens the way to

molecular simulations of large scale systems with reasonable

computational costs. VC 2012 Wiley Periodicals, Inc.

DOI: 10.1002/jcc.22883

Introduction

Simulation methods can be classified on the basis of the na-

ture of simulated objects. In particular, in the case of soft mat-

ter simulations, particle-based models such as full atomistic or

specific coarse-grained models and the corresponding simula-

tion techniques are generally described as molecular simula-

tions.[1–3] Because of their possibility of straightforward treat-

ments of chemical details, molecular simulations are very

useful to characterize structural and dynamical properties of

polymeric materials[4,5] and biomolecules.[6] In the framework

of this class of simulation methods, molecular dynamics (MD)

method is a widely applied computational technique.[7–10]

A different class of methods is the one based on field repre-

sentation. The framework in which this approach is developed

is classical density functional theory (DFT). This theoretical

framework has been extensively used to study inhomogene-

ous complex fluids.[11,12] In such a field-based approach, the

model systems are not represented by particles but by density

fields and their behavior on larger time and length scales are

studied. Particularly popular is the self-consistent field (SCF)

theory, where the mutual interactions between segments are

decoupled and replaced by static external fields.[11] In the SCF

theory, external fields depend on the statistical averages of

the spatially inhomogeneous density distributions of particles

created by the independent molecules interacting only with

these external fields. Such external fields and the particle den-

sity distributions have to be determined self-consistently.

Numerous applications of block copolymers,[13–17] proteins,[18]

polymer composites,[19] and colloidal particles[20,21] have

demonstrated that the SCF theory is a useful and powerful

method. The main disadvantage of this class of methods is the

limitation to simple and generic coarse grain models, due to

the difficulty in including chemical details into the model.

Müller and Smith[22] introduced a hybrid approach in the

framework of SCF theory by combining it with a Monte Carlo

(MC) simulation of polymer chains to study phase separation

in binary polymer mixtures. This approach has been widely

and successfully applied by Müller et al, and Daoulas et al, to

coarse-grained models of diblock copolymer thin films[22,23]

and polymer nanocomposites.[24,25] Sides et al.[26] successfully

developed a similar hybrid particle-field method based on the

use of ‘‘cavity’’ functions to exclude the fluid components from

the interior of solid particles, which explicitly retain the particle

coordinates as degrees of freedom unlike SCF-DFT.[27–29]

One of the advantages of this hybrid approach is the lack of

any limitations in treating complex molecular architectures

and/or intramolecular interactions. Very recently, a hybrid par-

ticle field approach, where the MD method based on particle

description is combined with field description, was proposed

and the implementation suitable for the treatment of atomistic

force fields and/or specific coarse-grained models has been

reported.[30,31] The idea behind this combined method is to

obtain a strategy, as far will be possible, having the main
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advantages and avoiding the main disadvantages of both SCF

and atomistic MD simulation techniques.

Hybrid MD-SCF simulations are computationally more con-

venient and efficient than the corresponding full atomistic MD

simulations. The main reason of this efficiency is the way in

which the multibody problem of MD simulation is solved. In

the hybrid simulation method, the most expensive part of a

MD simulation, i.e., the calculation of intermolecular nonbonded

forces, is replaced by the calculation of interaction forces

between independent particles in an average density field.

A further way to achieve larger length and time scales is the

exploitation of techniques for parallelization. According to the

features of parallel architectures, there are two models: shared

memory through OpenMP[32] and distributed memory through

message passing interface (MPI)[33] extensively applied for par-

allelizing MD algorithms.[34–46] Many different MD software

packages such as GROMACS,[34] DL_POLY,[35] IMD,[36] M.Dyna-

Mix,[37] YASP,[44] NAMD,[45] LAMMPS,[46] successfully and widely

applied parallelized algorithms. Furthermore, the implementa-

tion of all-atom MD programs on graphical processor units

(GPU)[47] encourages the development of parallelization

schemes for molecular simulations.

In the framework of the model of distributed memory

through MPI, several strategies of parallelization of a MD simu-

lation program have been reported. The parallelization strat-

egies can be divided in three main schemes including particle-

(atom)-decomposition also called replicated-data algorithm,

domain-(spatial)-decomposition algorithm, and force-decompo-

sition algorithm. References [48–53] include good overviews of

these various techniques. The most time-consuming part of

the MD simulation is the computation of the nonbonded force

acting on the particles. So a procedure in which a predeter-

mined set of force calculations is assigned to each processor is

an effective choice. The simplest way to afford this is to dis-

tribute a subgroup of particles into each processor and the

chosen distribution is fixed for the duration of the simulation,

which is called particle-(atom)-decomposition algorithm.

To our best knowledge, although hybrid particle-field

approaches are very promising, parallelization schemes, bench-

marks on the parallelization of this type of simulations have not

been reported until now. Therefore, the aim of this study is to

propose a simple and effective parallelization strategy based on

particle decomposition algorithm for distributed–memory

machines using MPI suitable for hybrid particle-field MD simula-

tions. Especially, results and benchmarks of simulations, includ-

ing comparisons of serial MD and MD-SCF program profiles, se-

rial MD-SCF and parallel MD-SCF program profiles, and parallel

benchmarks compared with efficient MD program GROMACS

4.5.4 are tested and reported in a more detail.

Hybrid particle field MDs

General scheme In this section, a brief exposition of the

recently developed hybrid particle-field MD simulation scheme

is described. This section is intended to quickly guide the

reader to get the basis of the algorithms of the methodology

and understand the framework of the present investigation. To

obtain this approach in more detail, the readers should refer

to reference [30] where the complete derivation and the

implementation are described and to reference [11] for a gen-

eral review of SCF methods.

The main feature of the hybrid particle-field approach, is

that the evaluation of the nonbonded force and its potential

between atoms of different molecules, i.e., the most computa-

tionally expensive part of MD simulations, is replaced by an

evaluation of the external potential that depends on the local

density at position r obtained in SCF simulations. According

to the spirit of SCF theory, a many body problem like molecu-

lar motion in systems composed of many molecules is

reduced into the problem of deriving the partition function of

a single molecule in an external potential V(r). Then non-

bonded force between atoms of different molecules can be

obtained from a suitable expression of the V(r) and its

derivatives.

In the framework of the SCF theory, a molecule is regarded

to be interacting with the surrounding molecules not directly

but through a mean field. On the basis of this picture, the

Hamiltonian of a system that is composed of M molecules can

be split into two parts as Ĥ(C) ¼ Ĥ0(C) þ Ŵ(C), where C
specifies a point in the phase space that is used as shorthand

for a set of positions and momentums of all atoms in the sys-

tem. Hereafter, the symbol ^ (hat) indicates that the associated

physical quantity is a function of the microscopic states

described by the phase space C.
Assuming the canonical (NVT) ensemble, the partition func-

tion of this system is given by:

Z ¼ 1

M!

Z
dC exp �b Ĥ0 Cð Þ þ Ŵ Cð Þ� �� �

; (1)

where Ĥ0(C) is the Hamiltonian of a reference ideal system

composed of M noninteracting chains but with all the intra-

molecular interaction terms (bond, angle, and nonbonded

interactions) that are taken into account in the standard MD

simulations. On the other hand, the deviation from the refer-

ence system on account of the intermolecular nonbonded

interactions is explained by the term Ŵ(C) in Eq. (1).

From microscopic point of view, the density distribution of

atoms can be defined as a sum of delta functions centered at

the center of mass of each particle as:

/̂ r;Cð Þ ¼
XM
p¼1

XS pð Þ

i¼0

d r� r
pð Þ
i

� �
; (2)

where S(p) is the number of particles contained in p-th mole-

cule, and r
ðpÞ
i is the positions of particles in p-th molecule. The

deviation Ŵ(C), according to Eq. (1), from the reference state

Ĥ0 originates from the interactions between molecules. Several

assumptions are introduced to calculate this interaction term

Ŵ(C). First of all, we assume that Ŵ(C) depends on C only

through the particle density /̂ðr;CÞ as:

Ŵ Cð Þ ¼ W /̂ r;Cð Þ
� �

: (3)
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Using d-functional, the partition function in eq. (1) can be

rewritten as:

Z ¼ 1

M!

Z
D / rð Þf g

Z
D w rð Þf g

� exp �b �M

b
ln z þW / rð Þ½ � �

Z
V rð Þ/ rð Þdr

� �	 

; ð4Þ

where z is the single molecule partition function, /(r) is the

average of /̂(r) introduced through d½/̂ðrÞ � /ðrÞ�, w(r) is a

conjugate field of /(r) that appeared in the Fourier representa-

tion of the d-functional and V(r) is defined by V(r) ¼ w(r)/ib,
respectively.

For evaluating this partition function approximately, the

integrals over u(r) and w(r) in eq. (4) are replaced by a Gaus-

sian integral around the most probable state that minimizes

the argument of the exponential function on the right side of

Eq. (4) (so-called saddle point approximation).

The minimization conditions in the form of functional deriv-

atives result in:

VðrÞ ¼ dW½/�
d/ðrÞ

¼ � M
bz

dz
dVðrÞ ¼ /̂ r;Cð Þ

D E
¼ / rð Þ:

8<
: (5)

In term of eq. (5), it is possible to acquire an expression for

a density dependent external potential acting on each

segment.

Next, we assume that the interaction term W, i.e. the density

dependent interaction potential defined in eq. (3), is in a

quadratic form of the densities of each component species

specified by the index K and has the following form:

W /K rð Þf g½ � ¼
Z

dr
kBT

2

X
KK 0

vKK 0/K rð Þ/K 0 rð Þ þ 1

2j

X
K

/K rð Þ � /0

 !2 !
;

(6)

where the second term of the integrand on the right-hand

side is the relaxed incompressibility condition, j is the com-

pressibility that is assumed to be sufficiently small, and /0 is

the total number density of segments (we assume that volume

for all segments are the same). Then, the corresponding mean

field potential is given by

VK rð Þ ¼ dW /K rð Þf g½ �
d/K rð Þ ¼ kBT

X
K 0

vKK 0/K 0 rð Þ þ 1

j

X
K

/K rð Þ � /0

 !
:

(7)

Taking the case of a mixture of two components A and B as

an example, the mean field potential acting on a particle of

type A at position r is given by:

VA rð Þ ¼ kBT vAA/A rð Þ þ vAB/B rð Þ½ � þ 1

j
/A rð Þ þ /B rð Þ � /0ð Þ:

(8)

Thus, the force acting on the particle A at position r

imposed by the interaction with the density field is

FA rð Þ ¼ � @VA rð Þ
@r

¼ �kBT vAA
@/A rð Þ
@r

þ vAB
@/B rð Þ
@r

� �

� 1

j
@/A rð Þ
@r

þ @/B rð Þ
@r

� �
: ð9Þ

Electrostatics effects can be partially included in the hybrid

models by a suitable choice of v parameters. In particular, as

already explored in the reference particle–particle models for

biological phospholipids,[6] cross interaction terms between

hydrophilic and hydrophobic beads can be tuned to correctly

reproduce the structure and the phase behavior. In the case of

large electrostatic interactions (in systems such polyelectro-

lytes, charged protein surfaces etc.), the field approach can be

extended to charges, including in the density functional terms

describing the interaction of charges with charge density

fields.[12] In particular, this issue can be solved implementing

Ewald method, PPPM method, or directly solving the Poisson

equation for the electrostatic potential. This approach will

allow also the development of a suitable particle-field model

for the simulation of explicit water at atomistic level.

Another important aspect of hybrid particle-field models is

the mapping between the timescales of atomistic or coarse-

grained particle–particle simulations and the particle-field

ones. Usually, due to much smoother potentials, the dynamics

in particle-field simulations is faster. An evaluation of a conver-

sion factor between particle–particle and particle-field simula-

tions has been done for lipid bilayer systems comparing the

diffusion coefficients.[54] The factor between coarse-grained

particle-field lipid and water beads and the corresponding par-

ticle–particle models is about four with respect to coarse-

grained models and about twenty with respect to atomistic

simulations. This factor, of course, depends on the specific

coarse-grained model and should be evaluated in the same

way for different models.

Implementation of serial MD-SCF program To connect particle

and field models, for the proposed hybrid MD-SCF scheme, it

is necessary to obtain a smooth coarse-grained density func-

tion directly from the particle positions C. Let us denote this

procedure as

�Sf/̂ðr;CÞg ¼ /ðrÞ; (10)

where �S is a symbolic name of the mapping from the particle

positions to the coarse-grained density. The procedure to

obtain the coarse-grained density starting from particle posi-

tion has been explained and reported in ref. [30].

The iteration algorithm used in MD-SCF approach is outlined

in Figure 1. According to the initial configurations of the sys-

tem (at time t0), a starting value of the coarse-grained density

is obtained. The coarse-grained density is defined on a lattice

and the values of the density and density gradients at the par-

ticles’ positions are calculated by linear interpolation.[30] Then,

from the density gradients, forces acting on the particles at

position r due to the interaction with the density fields are

computed according to eq. (9). The total force acting on the

particles will be the sum of the intramolecular forces (bonds,
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angles, and intramolecular nonbonded forces calculated as in

classical MD simulations) and the forces due to the interac-

tions of particles with density fields. After the force calculation,

a new configuration will be then obtained by integration of

the equation of motion. In principle, at every new configura-

tion an update of the coarse-grained density calculated from

the new coordinates should be performed. Test simulations

have shown that, due to the collective nature of the density

fields, it is possible to define an update frequency of the

coarse-grained densities without loss of accuracy.[30,31] In other

words, the values of the coarse-grained density at lattice

points are not updated at every timestep but only at every

prefixed density-update time (Dtupdate). Then between two

updates the values of the densities on the lattice used to

interpolate both density and its derivatives will be constant. At

every density-update a new coarse-grained density will be

obtained and, as outlined in Figure 1, the iteration algorithm

converges when the coarse-grained density and the particle-

field potential become self-consistent.

The implementation, combining MD with SCF, and the mod-

els presented in this article have been successfully validated

against reference particle–particle simulations for polymer

melts, block copolymers[30,31] and coarse-grained models of

phospholipids.[54] It is worth noting that, according to the

scheme described above, between two density updates, the

integration of the equation of motions is a fully parallelizable

problem. In fact, due to the absence of intermolecular force

calculations, once that the density field has been updated, for

every single molecule, no information is needed from other

molecules in terms of particle positions. For the calculation of

forces due to the interaction of particles with density fields

the only information needed is the density field and its spatial

derivatives. These features of the hybrid particle-field formula-

tion, having many noninteracting molecules interacting only

with a density field, make this method very suitable to effi-

ciently exploit parallelization.

To obtain a smooth spatial density from particle positions,

the simulation box is divided into several cells of size l. In par-

ticular, particles are assigned, according to their positions, to

ncell ¼ nx*ny*nz (where nx, ny, and nz are the numbers of cells

in the x, y, and z directions, respectively). Thus, the total num-

ber of mesh points in the lattice where density is calculated is

n_lattice ¼ (nxþ1)*(nyþ1)*(nzþ1).

In the program OCCAM[55] the proposed approach is imple-

mented by looping over the number of particles N to calculate

the coarse-grained density on the vertexes of the cells where

the density field is defined. The computation of density deriva-

tives on the staggered lattice is obtained by looping over the

number of lattice points n_lattice. As explained above, the cal-

culation of density and its derivatives on the lattice points is

performed at every prefixed Dtupdate according to the positions

of the particles in the simulation box. A schematic pseudo code

for hybrid MD-SCF simulations is reported in Box 1.

From the point of view of the computational efficiency,

hybrid MD-SCF algorithm has a main advantage with respect

to classical MD simulations. The most computationally expen-

sive part of the MD simulations, i.e. the evaluation of intermo-

lecular nonbonded force is completely replaced by an evalua-

tion of a particle-field forces originating from the interaction

of individual molecules with the density field. This means that

at each time step the double loop over particle pairs for the

calculation of intermolecular forces of classical MD simulations

is replaced by a single loop over N particles used to interpo-

late density gradients at particle position and occasionally,

only at the update steps, further two loops are needed. A first

loop for the calculation of density on lattice points from parti-

cle position (loop over particle number) and a second loop for

the calculation of density derivatives (loop over lattice points).

Parallelization scheme

Particle decomposition algorithm. Particle decomposition algo-

rithm involves the distribution of a subgroup of particles into

each processor. The chosen distribution can be fixed for the

duration of the simulation. In the present work, N particles are

split evenly among P processors and therefore each processor

Figure 1. The iteration scheme proposed for hybrid MD-SCF simulations.

[Color figure can be viewed in the online issue, which is available at

wileyonlinelibrary.com.]
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owns N/P particles. It is worth to note that, to reduce the

communication between processors, it is convenient to distrib-

ute the particles of the same molecules on the same proces-

sor. Thus N is chosen in a way to avoid that atoms of the

same molecule are distributed among two different

processors.

At each time step, a processor calculates the forces between

its particles and those of the rest of the system. In a classical

MD simulation, after updating the positions and momentums

of its particles, each processor needs to perform an all-to-all

communication to obtain the new positions of all particles in

the system for the preparation of the next time step. This

makes the efficiency of the classical MD simulations that is

parallelized with the use of the particle decomposition scheme

much lower than the one obtained with domain decomposi-

tion algorithm.

Differently from classical MD simulations, in the formulation

of the MD-SCF approach described above, the particle field

forces that substitute the expensive calculations of the inter-

molecular non bonded forces are evaluated between inde-

pendent molecules and the density fields. This means that it is

not necessary to communicate the positions of all the particles

and the only communication operation is related to the

update of the density fields. As explained before, this opera-

tion is not performed at every time step but according to a

prefixed frequency. Moreover, the amount of the communica-

tion data in one operation is only related to the number of lat-

tice points, which is much less than the number of the posi-

tions of all particles. Due to these features of hybrid MD-SCF

scheme, we adopted particle decomposition strategy, assign-

ing a given set of molecules to every processor.

The main advantage of particle decomposition algorithm is

its simplicity and then its straightforward implementation. Due

to an easy load-balance among processors in the calculation

of intramolecular forces, including bonds, angles, and torsions,

the particle decomposition algorithm can be efficiently used

for hybrid MD-SCF simulations. In the following, the particle

decomposition algorithm and its implementation for the paral-

lel MD-SCF simulations will be described in more detail.

Implementation of parallel MD-SCF program. The main parts of

the calculations involved in a MD-SCF simulation together with

their sizes (in terms of loop lengths) are schematized in

Figure 2. In particular, in this figure serial and parallel imple-

mentations proposed in this article are compared. In the box,

a given operation (indicated in blue), and its corresponding

loop length of serial implementation (indicated in green) and

parallel implementation (indicated in red) are described. Fur-

thermore, communication operation is indicated in yellow.

From Figure 2, it is clear that the loops corresponding to the

evaluations of both intra molecular and particle-field forces are

fully parallelized and no communication operations are

needed. It is worth to note that the evaluation of coarse-

grained density is also fully parallelized by looping over the

number of particles assigned to every processor.

According to the particle decomposition algorithm, at the

beginning of simulations N particles are assigned to P process-

ors. Thus, each processor owns N/P particles during the

MD-SCF simulations. It is worth to note that all particles of a

molecule are assigned to the same processor. Obviously, the

amount of calculation of intramolecular interaction forces

(bonds, angles, and intramolecular nonbonded interactions) is

Nbonds/P, Nangles/P, and Nnbpairs/P, respectively (as shown in

Fig. 2). As explained above, in hybrid MD-SCF approach, the

computations of intermolecular nonbonded forces of classical

MD simulations are replaced by the calculation of forces acting

on every particle due to density field. According to eqs. (8) and

(9), particle-field interaction potential energy and the relative

forces are calculated from particle positions by interpolating

the values of density fields and their spatial derivatives. More-

over, the density field (and its derivatives) is not calculated at

every time step from particle positions but are updated with a

given frequency. This implies that between two updates the

calculation of potential energy and forces acting on the par-

ticles can be fully parallelized and does not involve any com-

munication among the processors. In this case the amount of

force and potential evaluations are N/P for every processor.

At the first simulation step and then at every update time

Dtupdate, the density is evaluated on the lattice points. In the

proposed implementation, densities are evaluated in each

processor for its own N/P particles (partial densities). Then, an

MPI_ALLREDUCE call with MPI_SUM operator is performed to

obtain the total coarse-grained density on the lattice points by

summing partial densities owned in every processor. The paral-

lelization scheme for the evaluation of partial density and the

communication operation to obtain the total density is shown

Box 1. Pseudocode for hybrid MD-SCF simulations.
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in Figure 3. As an example we consider a system made of

eight molecules in a parallel simulation running on four pro-

cessors. First of all, eight molecules in Figure 3a are divided

into four groups, each of which is assigned to one of the four

different processors. Thus,

each processor owns two mol-

ecules (as shown in Fig. 3b).

For example, processor P0
owns molecules 1 and 2, and

/0 indicates the partial density

calculated only from the posi-

tions of the atoms on these

two molecules. Similarly, partial

densities /1 to /3 related to

molecules owned by process-

ors P1 to P3 are calculated.

Next, each processor needs to

expand coarse-grained partial

density /n among all process-

ors and sum /n to obtain the

total coarse-grained density /.
This operation corresponds to

an all-to-all communication

with the total amount of lat-

tice points n_lattice. It is worth

noting that in typical applica-

tions the usual number of par-

ticles in a cell is between the

order of 1 and 10.[30] This means that usually the size of the

coarse-grained density cell can be thirty times lower than the

size of the particles positions. We stress that in the proposed

implementation the calculation of partial density is fully

Figure 2. The iteration schemes of serial and parallel MD-SCF programs (OCCAM) are outlined. In this Figure,

green parts represent serial implementation in OCCAM and the interaction schemes with red show the parallel

implementation. MPI_ALLREDUCE communication part is represented with yellow.

Figure 3. Density-update parallelization shown in an example of eight molecules assigned to four processors. a). There are eight molecules in the three-

dimensional box. b). Partition of the eight molecules into four groups assigned to four processors. c). Calculation of the partial density on the vertexes of

cells according to the positions of molecules. d). Total density is summed from the partial density of each processor.
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parallelized and, in contrast to classical MD simulations, parti-

cle positions are never communicated between different pro-

cessors and the communication operation involves only the

density field.

Furthermore, to calculate forces, spatial derivatives of the den-

sities are needed. This is the only part that is not parallelized. In

principle, the density derivatives could be calculated as the sum

of the derivatives of partial densities owned by each processor.

However, this means that in the case of a homogeneous system,

small values of the derivatives should result in the sum of large

positive and negative contributions from each processor. In such

a case, an extension of the approach used for the parallel evalua-

tion of the total density derivatives can cause numerical inaccur-

acy. Thus, we choose to keep this calculation of density deriva-

tives serial. However, every processor has the same amount of

the calculation, which makes the parallel implementation bal-

anced and saves the waiting time in every processor.

From the point of view of the computational performances,

the simple particle decomposition algorithm implemented in

the hybrid particle-field MD-SCF program OCCAM is nearly com-

pletely parallelized with communication operations needed only

at every density-update time. Thus, the parallel MD-SCF algo-

rithm completely skips large amounts of communication of par-

ticles positions which is needed in parallel particle–particle MD

program using the same decomposition algorithm.

Programming language, profilers, and machines

The program OCCAM for parallel MD-SCF simulations is written

in our group using the FORTRAN 90 programming language,

and has been parallelized by using MPI. Standard MPI_BCAST

library routine is implemented to send the data from a master

task to slave tasks, and MPI_ALLREDUCE with the MPI_SUM

operator is used to sum the contributions to total density

from the slave tasks each of which has a partial density on the

lattice points in a three dimensional box. The tests have been

performed on the Cresco1 and Brindisi clusters at the CRESCO

ENEA Computer Center (http://www.cresco.enea.it/). Technical

details about the used hardware and software are shown in

Table S1 (Supporting Information). Furthermore, to compare

the serial MD-SCF with full atomistic MD program, the serial

profiler of GNU gprof[56] v2.17 are used for the profiling of se-

rial program. On the other hand, parallel profiler TAU[57] v2.19

are used for the profiling of parallel program MD-SCF with 1

cpu (parallel), 32 cpus, and 64 cpus, respectively.

Results and Discussions

To assess the performance efficiency of the parallel MD-SCF

program, we carried out simulations of 10,000 time steps for

the following three applications: monoatomic fluid (MF), mix-

tures of lipids and water (LW) as well as mixtures of rod and

coil homopolymers (RC). Details of these systems simulated in

this study are reported in Table 1. A description of the used

models is reported in the Supporting Information.

Comparison of serial MD and MD-SCF program profiles

To compare the efficiencies of serial MD and MD-SCF pro-

grams, the system RC1 including 30,000 particles has been

simulated for 1,000,000 time steps. In the serial MD-SCF simu-

lation the density-update using particle positions has been

done every 300 steps and the total number of lattice points

Table 1. Descriptions and details of the systems tested to assess efficiency of parallel MD-SCF program on OCCAM.

Models System name No. of particles No. of lattice points Box size (nm3)

Monoatomic fluid MF1 50,000 29 � 29 � 29 (24,389) 20 � 20 � 20

MF2 100,000 37 � 37 � 37 (50,653) 25.2 � 25.2 � 25.2

MF3 500,000 34 � 34 � 34 (39,304) 43.09 � 43.09 � 43.09

62 � 62 � 62 (238,328)

MF4 1,000,000 123 � 62 � 62 (472,812) 86.18 � 43.09 � 43.09

System

name

No. of

particles

No. of lipids

(no. of particles)[a]
No. of water

molecules

Cell size l

(r)
No. of

lattice points

Box

size (nm3)

Lipids and water LW1 307,200 4,550 (54,600) 252,600 1.5 59�59�31 (107,911) 40.88 � 40.88 � 20.85

2.5 36�36�19 (24,624)

LW2 1,048,576 53,248 (638,976) 409,600 1.5 187�187�11 (384,659) 130.82 � 130.82 � 6.95

2.5 112�112�7 (87,808)

Chain

length[b]
System

name

No. of

particles

No. of

rod chains

(no. of

particles)[a]

No. of coil

chains

(no. of

particles)[a]

Cell

size l

(r)
No. of lattice

points

Box size

(nm3)

Rod and coil

homopolymer

mixtures

30 RC1 30,000 500 (15,000) 500 (15,000) 1.5 22 � 22 � 22 (10,648) 43.36 � 43.36 � 43.46

100 RC2 600,000 3,000 (300,000) 3,000 (300,000) 1.5 57 � 57 � 57 (185,193) 117.68 � 117.68 � 117.68

2.5 35 � 35 � 35 (42,875)

120 RC3 1,200,000 5,000 (600,000) 5,000 (600,000) 1.5 72 � 72 � 72 (373,248) 148.27 � 148.27 � 148.27

2.5 43 � 43 � 43 (79,507)

[a] In parentheses the number of particles are reported. [b] Number of particles per chain.
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where the coarse-grained density is defined is 22 � 22 � 22

¼ 10,648, which corresponds to the cell size l ¼ 1.5r (r is the

diameter of one particle, r ¼ 1.4 nm).

The CPU times spent in classical serial MD and MD-SCF sim-

ulations has been compared. The partial simulation time of the

main parts and their percen-

tages in the total simulation

time are obtained from the

profiler gprof v2.17 and

compared in Figure 4. In

classical serial MD program,

Fnb indicates the time spent

on the calculation of non-

bonded forces, including the

update of the neighbor list

at every 10 time steps. How-

ever, in serial MD-SCF simu-

lations, the neighbor list is

updated with the same fre-

quency but involves only

intramolecular interactions.

Thus, Fnb corresponds to

the time spent to calculate

intramolecular nonbonded

forces. Moreover, Fmfield indi-

cates the time spent on the

calculation of intermolecular

nonbonded forces, and Fbond
and Fangle indicate the time

spent on the calculation of forces due to bonds and angles,

respectively. At last, in serial MD-SCF program, Dupdate indicates

the time spent to update the coarse-grained densities from the

particle positions at every 300 time steps.

From Figure 4, it is clear that the computation of non-

bonded forces in serial

MD simulations is the

most expensive part,

which takes almost the

80% of total simulation

time. The cost of non-

bonded forces (100,488s)

is about 70 times larger

than those of bond

(1505s) and angle forces

(1378s). On the other

hand, in MD-SCF simula-

tions, the expensive cal-

culation of intermolecular

nonbonded forces is

replaced by the calcula-

tion of forces between

single particles and the

density field. This makes

the overall simulation

time of the MD-SCF sim-

ulation much smaller. As

a result, the serial MD

simulation takes 127,742s

and the corresponding

serial MD-SCF simulations

takes only 21,407s (about

six times fast as serial

Figure 4. Comparison of serial MD and MD-SCF profiles using gprof v2.17 profiler. The system RC1 including 30,000

particles has been simulated for 1,000,000 time steps with update frequency Dtupdate ¼ 300 time steps. The computa-

tional times (in second) corresponding to nonbonded, particle-field, bond, and angle forces are shown.

Figure 5. Benchmarks of parallel MD-SCF program with speedup for the monoatomic fluid (MF) systems a) MF1 (blue

curves with squares) and MF2 (green curves with triangles). For both systems different update frequencies of 100 (empty

symbols and dash dot lines) and 300 time steps (filled symbols and solid lines) have been considered. Ideal speedup (red

line with circle). b) Performances of parallel MD-SCF program as steps/s for MF3 system in comparison with GROMACS

4.5.4 (orange curve). Results of OCCAM using 39,304 lattice points (purple curves) and 238,328 lattice points (red curves)

are shown. Particle-field MD simulations have been done using update frequency of 100 time steps (empty symbols and

dash dot lines) and 300 time steps (filled symbols and solid lines), respectively.
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MD simulations). Furthermore, differently from serial MD, the se-

rial MD-SCF simulation is characterized by a flat profile. In the

serial MD-SCF simulation, the most expensive parts of the simu-

lation are the interpolation of density and density gradients

(occupy 36.97% of total simulation time) and the calculation of

the intramolecular interactions (the sum of bonds, angles, and

intramolecular nonbonded forces evaluation is about 18% of

the total simulation time). In the end, the density-update from

the particle positions and the calculation of density derivatives

now take a negligible percentage (0.005%) in the total

simulation.

Comparison of serial MD-SCF and parallel MD-SCF program

profiles

The same simulation system RC1 reported in the previous

section has been used to analyze the program performance

of the parallel MD-SCF method and to compare the serial

and the parallel runs. To do a homogeneous comparison,

the performances have been compared using the parallel

program running on 1 cpu as serial run and the same par-

allel profiler (TAU version 2.19) has been used to analyze

the program performances. Simulation time corresponding

to different parts of parallel MD-SCF program, as well as

their percentages of the contributions to the total simula-

tion time is reported in Table 3 for runs using 1, 32, and

64 cpus.

In the case of serial MD-SCF simulation, almost 88% of total

simulation time is spent mainly in three parts of the program.

As reported in Table 2, the first most expensive operation is

the calculation of particle-field forces (its percentage in the

total simulation time is 34.21%). This is reasonable because

these calculations are performed at every time step and

involve interpolations of density derivatives at the position of

each particle. Another expensive part is the one related to the

thermostat (its percentage in the total simulation time is

29.38%), because in this case the operation is performed at ev-

ery time step and involves the generation of a random num-

ber per particle (a fraction of the particles further takes three

random numbers from a Gaussian distribution). Finally, the cal-

culation of intramolecular forces, including bonds, angles, and

non bonded force (occupying 8.50%, 8.84%, and 6.57%,

respectively) takes about 24% of the total simulation time.

It is interesting to note that, according to the parallelization

scheme proposed here, all these expensive operations have

been fully parallelized. In fact, the time needed for the calcula-

tion of particle-field forces decreases from 7970s for the serial

run to 86s (only 1.1% of the time spent in the serial run) and

35s (0.4% of the time spent in the serial run) for the parallel

runs on 32 and 64 cpus, respectively. Moreover, similar per-

formances of the parallel program are obtained for the calcula-

tions involving the thermostat and the intramolecular forces

(see Table 2). As explained before, the calculation of density

derivatives is not parallelized. Thus the time spent for this cal-

culation is more or less the same

for 1 cpu, 32 cpus, and 64 cpus,

which take the values 111.4s (0.48%),

110s (17.09%), and 110s (26.44%),

respectively. In the mean time, the

cost of the communication between

processors in the parallel runs is not

large, being only 3.81% and 11.92%

of the total simulation time for runs

on 32 and 64 cpus, respectively.

Therefore, the overall result is a

speedup on the total simulation

time (last row of Table 3) close to

Table 3. Parallel efficiencies of OCCAM and GROMACS 4.5.4 with double precision using 16 cpus, 32

cpus, 48 cpus, and 64 cpus, respectively.

MF3 system (steps/s)

Program

Lattice

points

Update

frequency 16cpu 32cpu 48cpu 64cpu

OCCAM (double

precision)

39,304 300 30.49 95.27 269.28 509.72

39,304 100 29.98 96.46 241.62 432.51

238,328 300 24.85 67.12 123.32 202.92

238,328 100 23.78 60.13 101.49 148.92

GROMACS 4.5.4 (double precision) 9.38 18.01 23.23 29.89

Table 2. Complexity and timing of different operations of parallel MD-SCF program for the system of RC1 including 30,000 particles by using 1 cpu

(parallel version) as serial run, 32 cpus, and 64 cpus tested on Brindisi.

Operation Complexity Parallelized 1 cpu 32 cpu 64 cpu

Density O(Nparticle/P) Yes 9. 4s 0.04% 0.9s 0.14% 1.6s 0.38%

MPI_ALLREDUCE communication O(Nlattice) - - 24.5s 3.81% 49.6s 11.92%

Density derivatives O(Nlattice) No 111.4s 0.48% 110.0s 17.09% 110.0s 26.44%

Fbond O(Nbonds/P) Yes 1980.0s 8.50% 55.4s 8.61% 27.5s 6.61%

Fangle O(Nangles/P) Yes 2059.9s 8.84% 54.7s 8.50% 27.3s 6.56%

Fnbpairs O(Nnbpairs/P) Yes 1531.0 6.57% 29.4s 4.57% 9.3s 2.24%

Fparticle-field O(Nparticles/P) Yes 7969.9s 34.21% 86.4s 13.42% 35.3s 8.48%

Andersen Thermostat O(Nparticles/P) Yes 6844.3s 29.38% 211.7s 32.89% 106.9s 25.69%

Integrate O(Nparticles/P) Yes 1692.4s 7.26% 45.9s 7.13% 16.2s 3.89%

Others 1100.1s 4.72% 24.8s 3.85% 32.5s 7.81%

MDcycle 23398.7s 643.7s 416.1s

Speedup 1 36.4 56.2

The operations are timed using TAU profiler version 2.19 with simulations of 1,000,000 time steps. The total time of every operation and contribution

as percentage in the total simulation time are reported.
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the ideal behavior. Speedups of 36.4 and of 56.2 are obtained

for simulations running on 32 and 64 cpus, respectively. In the

consideration of systems composed of small number of par-

ticles (30,000 particles), these speedups show how efficient

can be the parallel hybrid MD-SCF simulations. (Please see Fig

S1 in the Supporting Information)

Parallel benchmarks

To further assess the performance efficiency of parallel MD-

SCF program, the nonsetup time[58] (defined as the wall-clock

time that is the sum of three contributions: CPU time, I/O

time, and the communication channel delay used to perform

MD cycles) is considered. The setup time, including data read-

ing, generating the initial velocities, and setting up the lists of

bonds and angles and excluded volume interactions for intra-

molecular interactions, is not taken into consideration. The

speedups[58] (sp) are calculated from eq. (13) and plotted as

functions of the number of processors

sp ¼ t1
tp
; (13)

where t1 is the CPU time of a single processor run, and tp is

the CPU time of a run with P processors. Furthermore, to get

the costs in terms of real time, the number of steps performed

per second (steps/s) and the number of steps performed per

day (steps/day) have been considered as a measure of pro-

gram efficiency.

According to the MD-SCF simulation scheme described

before, the two parameters regulating the degree of coarse-

graining of the density field are the cell size l and the density-

update frequency Dtupdate. Larger cell sizes lead to more col-

lective density fields. The value of the density-update fre-

quency has to be chosen in a way that the approximation of

slow variation of the field with respect to the particle displace-

ment is valid between two consecutive density updates.

From the point of view of the performances of parallel MD-

SCF simulations, the cell size l and the density-update fre-

quency Dtupdate are connected with the amount of the data

that have to be communicated among processors and the fre-

quency of the communication operations, respectively. Further-

more, larger cell sizes correspond to the collection of more par-

ticles in a single cell and then to a smaller number of cells,

which makes the amount of the communication of data lower.

Similarly, lower density-update frequencies (corresponding to

larger update intervals Dtupdate) correspond to less communica-

tion operations. The density-update frequency is Dtupdate, and
thus the number of communication operations is tsum/Dtupdate
(tsum is the total time spent in the MD-SCF simulations).

In this section, simulation results using different cell sizes

and different density-update frequencies are discussed and

compared for several systems. The values of the cell sizes and

the density-update frequencies used for all the simulation tests

in the following are chosen in a range in which it is possible

to reproduce reference results obtained from full MD simula-

tions for several systems.[30,31,54]

Monoatomic fluid

The first set of benchmarks is the simulations of a monoatomic

fluid at equilibrium density of the coarse-grained model of

water described by the MARTINI force field.[6] The reason of

this choice is that, especially in applications relevant for bio-

logical systems, the main part of the computational efforts are

devoted to the calculation of the nonbonded forces between

water or more solvent molecules.

The speedups for the systems of MF1 and MF2 in Table 2

are calculated on Brindisi with 8 cpus, 16 cpus, 32 cpus, 48

cpus, and 64 cpus, respectively and shown in Figure 5a. In

both of these systems including 50,000 and 100,000 particles,

the cell size l ¼ 0.705 nm and different density-update fre-

quencies of Dtupdate ¼ 100 and Dtupdate ¼ 300 time steps are

considered, respectively. Due to a better balance between

computation and communication costs, the system MF2 with

a larger number of particles shows better performances start-

ing from 32 cpus. From these results, it is clear how the den-

sity-update frequency has an important effect in the perform-

ance of parallel MD-SCF simulations. In fact, for both systems,

larger speedups are obtained from larger values of Dtupdate.
Furthermore, it is worth noting that for the simulation per-

formed with larger values of Dtupdate, the speedup is larger

than the ideal linear speedup. This behavior called superlinear

speedup in the high performance computing literature[59] is

usually due to a more efficient access to cache memory run-

ning on more processors and also depends on the computer

architecture. In our case, according to the parallelization

scheme used, the memory allocations involving the density

and its derivatives are constant when changing the number of

processors. In contrast, the allocations of vectors containing

coordinates, bonds, and angles etc. decrease when the num-

ber of processor increases. The effect of memory allocation is

more pronounced in the tests performed using Dtupdate ¼ 300

timesteps in which the number of communication operations

is less and the total communication amount of data is lower.

Furthermore, to illustrate the scaling behavior for large scale

simulations, a system consisting of 500,000 particles (MF3) has

been tested on Brindisi and shown on Figure 5b. As explained

before, the cell size l also affects the communication amount

of data needed for the description of the coarse-grained den-

sity on the lattice. Thus, the system MF3 with two different

cell sizes and two different density-update frequencies has

been performed and tested. Two tests with a different number

of cells per cartesian x, y, and z directions of a cubic box have

been chosen as 33 and 61, which correspond to cell sizes l ¼
1.316 and 0.705 nm, and are in a range available for the repro-

duction of the reference results of full atomistic MD simula-

tions.[30,31,54] In terms of the number of lattice points, they cor-

respond to 343 ¼ 39,304 and 623 ¼ 238,328 points shown in

Table 1.

In the following the performances of hybrid particle-field

simulations are compared with MD simulations using Lennard-

Jones pair potentials for nonbonded interactions. The meaning

of this comparison is to show with real examples how much is

gained by using a field based approach. To compare parallel
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hybrid particle-field MD-SCF simulations with parallel particle–

particle full MD simulations, the performance of the same sys-

tem MF3 obtained from efficient program GROMACS 4.5.4

with double precision has been also tested on Brindisi and

shown (orange curve) in Figure 5b and Table 3. In GROMACS

4.5.4, it is implemented a domain decomposition scheme by

using dynamical load balancing for parallel simulations.[60]

From the figure it is clear that, the performance of the parallel

MD-SCF simulations with particle decomposition algorithm is

better than that of the parallel MD program GROMACS 4.5.4

using domain decomposition scheme, especially when a larger

number of processors are used. For example, the efficiency of

parallel MD-SCF program OCCAM using 64 cpus with number

of lattice points of 39,304 and update frequency of 300 time

steps is 16.8 times of that performed with parallel MD pro-

gram GROMACS 4.5.4 as shown in Table 3.

We stress that we compared two different parallel decompo-

sition algorithms in the benchmarks between parallel perform-

ances of classical MD (GROMACS 4.5.4) and hybrid particle-field

MD-SCF simulations. To have a more homogeneous compari-

son, we should compare both simulations with the same paral-

lel decomposition algorithm (i.e. particle decomposition). In

the case of GROMACS 4.5.4, as reported in ref. [60], the per-

formance of the parallelized program using a particle decom-

position scheme is lower than that with the domain decompo-

sition algorithm especially when a large number of CPUs is

used. For instance, for membrane/protein systems (121,449

atoms), the simulation speed performed with parallel particle

decomposition scheme is 0.4 times as the one performed

using the domain decomposition algorithm with 32 CPUs.

Therefore, for a more homogenous comparison between parti-

cle–particle and particle-field methods using the same particle

decomposition algorithm, even better performances (for exam-

ple, more than 18.6 times) could be expected for the particle-

field MD-SCF method.

Moreover, a larger system MF4 consisting of 1,000,000 par-

ticles in Table 1 is also performed and tested by parallel MD-

SCF program OCCAM and GROMACS 4.5.4, respectively. From

Figure S3 (in the Supporting Information), we can find similar

results with MF3 systems, which indicate that the parallel

hybrid particle-field MD-SCF simulations are faster than the

parallel particle–particle MD simulations especially for a large

number of processors. For example, program OCCAM with

64 cpus performs 62.9 steps/s (at Dtupdate ¼ 300 time steps

and l ¼ 0.705 nm), which are 3.4 times as that of GROMACS

4.5.4 (18.7 steps/s on 64 cpu). For this large system, the rea-

sonable efficiency indicates that parallel particle decomposi-

tion algorithm is very suitable for the implementation of par-

allel MD-SCF simulations and helps the simulation of a large

system size reach the equilibrium in a reasonable time scale.

Large scale systems with intramolecular interactions

In this section large scale systems (ranging from about

300,000 to 1,200,000 particles) including intramolecular inter-

actions have been considered. In particular, simulation speeds

of coarse-grained models of water and lipids, as well as mix-

tures of rod and coil homopolymers, will be discussed.

Benchmarks of the large scale systems have been per-

formed by running on 64, 80, and 96 cpus using Dtupdate ¼
300 time steps using a cell sizes l ¼ 1.5 r and 2.5 r (r is the

diameter of one particle ). In this range test simulations per-

formed on the systems of lipids and water indicate a good

reproduction of density profiles of the reference system calcu-

lated with classical MD.[54] For these larger systems the

simulations have been performed on a different machine

(Cresco 1) that allowed us to run jobs on more than 64 cpus.

To reproduce conditions that are representative of real appli-

cation runs, we performed these test jobs by submitting

them using a job scheduler. On this machine, the job schedu-

ler can address the same parallel simulation to a different

number of processors on different nodes according to their

availability, and then the test results can be different. For this

reason we performed three different runs for each test simu-

lation and as a result we report the average performance

with a small error bar.

The performances have been measured as million of time

steps/day and reported in Figure 6 and Table 4. For the

systems LW1 (307,200 particles), the cell size shows a very big

effect on the efficiency. For example, the simulation speed

tested on 96 cpus is about 10 million steps/day using smaller

cell size (l ¼ 1.5r). However, the efficiency with larger cell size

(l ¼ 2.5r) can achieve two times faster than this (about 20 mil-

lion steps/day). Furthermore, in the larger system LW2

(1,048,576 particles), the effect of cell size becomes smaller.

For example, the simulation speed is 2.7 million steps/day (on

96 cpus) with smaller cell size (l ¼ 1.5r), and the efficiency of

4.6 million steps/day (on 96 cpus) is obtained with larger cell

Figure 6. Performances of parallel MD-SCF OCCAM program as 106 steps/

day for large scale systems tested on Cresco1. a) Lipid and water systems

LW1 (green curves) and LW2 (blue curves) and b) rod and coil polymer

mixtures RC2 (red curves) and RC3 (cyan curves). Both LW and RC systems

have been tested using update frequency of 300 time steps. Two different

cell sizes l have been considered in these simulations, including l ¼ 1.5r
(empty symbols and dash dot lines) and l ¼ 2.5r (filled symbols and solid

lines), respectively. [Color figure can be viewed in the online issue, which is

available at wileyonlinelibrary.com.]
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size (l ¼ 2.5r). However, it is clear that the simulation speed of

both 2.7 and 4.6 million steps/day with 96 cpus performed on

the lipid and water system including about one million par-

ticles will be very helpful to investigate this interesting biologi-

cal system in a reasonable time scale.

For the systems of RC2 (600,000 particles) and RC3

(1,200,000 particles) in Table 1, we can find that the number

of particles in RC3 is two times as that in RC2. Thus, according

to particle decomposition algorithm, the ideal simulation

speed of a 600,000 particle system should be two times as

that of a system including 1,200,000 particles. However, the

results in Table 3 and Figure 6 show that the efficiency of RC2

system is 2.2 times as that in RC3 system using the smaller

cell size (l ¼ 1.5r) and 96 cpus, which is better than the ideal

simulation efficiency. This is reasonable, because the communi-

cation amount of data mostly depends on the number of lat-

tice points when update frequency (Dtupdate ¼ 300 time steps)

and cell size (l ¼ 1.5r) are constant, in which the number of

lattice points 373,248 in RC3 system is more than two times of

that in RC2 system (lattice points 185,193), as shown in Table

1. Furthermore, using the cell size (l ¼ 2.5r), the number of

lattice points 79,507 in RC3 system is less by a factor 2 than

that of RC2 system (lattice points 42,875) as is shown in Table

1, which results in that the efficiency of RC2 is less than two

times of that in RC3. For example, using 96 cpus and the cell

size (l ¼ 2.5r), the simulation speed of RC2 system is 7.1 mil-

lion steps/day, which is 1.9 times as that in RC3 system (3.8

million steps/day) shown in Table 4. In summary, these high

efficiencies (several million steps/day) of large scale systems

(million particles) performed by parallel MD-SCF simulations

not only indicates that particle decomposition algorithm is

very suitable for the parallelization of hybrid MD-SCF method,

but also makes it possible to investigate large scale complex

system in a reasonable time scale.

Conclusions

The parallel implementation of a recently developed hybrid par-

ticle-field MD-SCF scheme for MDs simulations has been

described. Due to the peculiar formulation of the method con-

sidering particles interacting with density fields, the most com-

putationally expensive part of a hybrid particle-field MD-SCF

simulation can be efficiently parallelized using a straightforward

particle decomposition algorithm. This approach is easy to

implement but usually limited for classical MDs due to the large

amount of communications of the necessary data. It can be effi-

ciently exploited in the parallelization of MD-SCF simulations.

Several benchmarks performed on different systems show

that the two main parameters (the density-update frequency

and the cell size) characterizing the density coarse-graining are

very important in regulating the performances of parallel runs.

Considerable speedups have been achieved for all considered

systems. The results of benchmarks indicate that the proposed

particle decomposition parallelization scheme is very suitable

and efficient, and opens the way to the simulations of large

scale complex systems with reasonable computational costs.
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